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Abstract

We study the existence and nonexistence of positive (super) solutions to the nonlinear
p-Laplace equation
H uP~1l = c q
|[P ||

—Ayu—

in exterior domains of RN (N > 2). Here p € (1, +00) and p < Cp, where Cp is the critical
Hardy constant. We provide a sharp characterization of the set of (¢,0) € R? such that the
equation has no positive (super) solutions.

The proofs are based on the explicit construction of appropriate barriers and involve
the analysis of asymptotic behavior of super-harmonic functions associated to the p-Laplace
operator with Hardy-type potentials, comparison principles and an improved version of
Hardy’s inequality in exterior domains. In the context of the p-Laplacian we establish the
existence and asymptotic behavior of the harmonic functions by means of the generalized
Priifer-Transformation.
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1 Introduction and Results

We study the problem of the existence and nonexistence of positive (super) solutions to nonlinear
p-Laplace equation with Hardy potential

popa_ C ;
—Apu — Wup = Wuq in By, (1.1)
where —A,u = —div(|Vu|P~2Vu) is the p-Laplace operator, 1 < p < oo, C > 0, u € R,

(q,0) € R? and Bf = {zx € RN : |z| > p} is the exterior of the ball in RV, with N > 2. We say
that u € VVlif(G) NC(G) is a super-solution to equation (1.1) in a domain G C RY with 0 ¢ G
if for all 0 < p € WoP(G) N C(G) the following inequality holds

/ Vu|VulP 2V dx — / Lupflga dx > iquo dz.

G G lz G lzl7

Here and below W2 P(G) := {u € VV;’Z;(G), supp(u) € G}. The notions of a sub-solution and
solution are defined similarly, by replacing ” > ” with ” <” and ” =7, respectively. It follows
from the Harnack inequality (cf. [43]) that any nontrivial nonnegative super-solution to (1.1)
in G is strictly positive in G.

One of the features of equation (1.1) on unbounded domains is the nonexistence of positive
solutions for certain values of the exponent ¢g. Such Liouville type nonexistence phenomena
have been known for semilinear elliptic equations (p = 2) at least since the celebrated works of
Serrin in the earlier 70’s (cf. the references in [44]) and of Gidas and Spruck [25]. One of the
first Liouville-type results for the nonlinear p-Laplace equations in exterior domains is due to
Bidaut—Véron [8, Theorem 1.3]. Theorem A below extends the result in [8], including the cases
p>Nand g<p-—1.

Theorem A ([8, Theorem 1.3], Theorem 1.1 below). The equation
—Apu=u? in Bj (1.2)

has no positive super-solutions if and only if q. < q < q*, where ¢* = %:;)

q* = +oo0 when p > N, and g, = —00 whenpgNorq*:%__;)whenp>N.

when p < N, or

Theorem A had been generalized and extended in various direction by many authors (see,
e.g., [1, 9, 35, 44, 48] and references therein). The techniques in those works usually involve
careful integral estimates and/or sophisticated analysis of related nonlinear ODE’s. A different
approach to nonlinear Liouville type theorems goes to back to an earlier paper by Kondratiev
and Landis [26] and was recently developed in the context of semilinear equations (p = 2) in



[27, 28, 29, 30]. The approach is based on the pointwise Phragmén—Lindel6f type bounds on
positive super-harmonic functions and related Hardy—type inequalities.

Recall that the classical Hardy inequality states that

J

p
with the sharp constant Cy = ‘NT’ , p > 1. The optimality of the Hardy constant Cg implies,

p

|VulPdz > CH/

C c
P Bg

via Picone’s identity, the following nonexistence result.

Theorem B ([6, Corollary 2.2], Corollary 3.2 below) The equation

TR .
—Apu — Wup '=0 in B (1.4)

has no positive super-solutions if and only if p > Cp.

Let us sketch a simple proof of the nonexistence part of Theorem A in the case p # N
and ¢, < ¢ < ¢*. Indeed, let u > 0 be a super-solution to (1.2). Then —Apu > 0 in Bp. A
comparison principle for the p-Laplacian in exterior domains (see Theorem 2.1 and Theorems
3.4 and 3.5 below) implies that u obeys the Phragmén—Lindelf type bounds

clz|’= < |inf u<c 2™ in Bs,, (1.5)

. —-N —-N
where y_ = min{0, 2=} and 4 = max{0,2=F}.
Assume that ¢ > p — 1 and perform a homogenization of equation (1.2) rewriting it in the

from
~Apu=VuP™t in By, (1.6)

where V(z) := ud~(P=1D_ Using the lower bound from (1.5), we conclude that
V(z) > erlo|- @) in BS .

Hence, by Theorem B, equation (1.6) has no positive super-solutions provided v_(¢g—p+1) > —p.
Therefore (1.2) has no positive super-solutions when p — 1 < ¢ < ¢*.

Now assume that ¢ < p — 1. Then a standard scaling argument (see Lemma 4.4 below)
shows that any super-solution u > 0 to nonlinear equation (1.2) obeys the lower bound

u > c|x](p—11))—q in B3,

Comparing this "nonlinear” estimate with the upper bound in (1.5), we conclude that equation
(1.2) has no positive super-solutions for ¢, < ¢ < p — 1.

The above simple proof relies only on Theorem B and pointwise Phragmén—Lindel6f type
bounds (1.5). It does not cover the critical cases ¢ = ¢, and ¢ = ¢*, where additional arguments
are required. On the other hand, an explicit construction of radial super-solutions to (1.2) when
q € [g«, q*] shows that the values of the critical exponents ¢* and g, are sharp. Considerations
of this type first appeared in [27]. They have proved to be a powerful and flexible tool for
studying nonlinear Liouville phenomena for various classes of elliptic operators and domains,
see [27, 28, 29, 30, 32, 33].

In this paper we are interested in nonlinear Liouville theorems for perturbations of the p-
Laplace operator by the Hardy type potential. To explore the impact of the potential on the
value of the critical exponents ¢* and ¢, let us consider the equation of the form

H -1 _ :
—Apu — Wu” =u? in By, (1.7)



where © € R and € € R. One can verify directly that if e < 0 and p < 0, then (1.7) admits
positive solutions for all ¢ € R, while if ¢ < 0 and p > 0 then (1.7) has no positive super-
solutions for any q¢ € R. The latter follows immediately from Theorem B. On the other hand,
one can show (see [33, Theorem 1.2]) that if € > 0 then (1.7) has the same critical exponents ¢*
and g, as (1.2). This follows from the fact that positive super-solutions to

i _ )
—Apu — ’x|p+€up 1=0 in B (1.8)

satisfy the same bound (1.5) as super-solutions to —Ayu > 0 in By,

In this paper we show that in the borderline case € = 0 the critical exponents for equation
(1.7) explicitly depend on p. This is a consequence of the fact that the Phragmén—Lindel6f
bounds for equation (1.8) with e = 0 become sensitive to the value of the parameter p. Such
phenomenon and its relation to the Hardy type inequalities has been recently observed for
p = 2 in the case of the ball as well as exterior domains in [12, 13, 19, 32, 37, 45, 47|. The
main difficulty comparing with the semilinear case p = 2 arises when a comparison principle
for the p—Laplacian has to be involved in the argument. After examples in [16, 21] (see also
[23, 46]) it is known that solutions to the equation —A,u+ VuP~1 = 0 may not satisfy the usual
comparison principle as soon as the potential has a nontrivial negative part. The proof of the
(restricted) comparison principle requires delicate arguments. We provide a new version of the
comparison principle (Theorem 2.1), following the ideas from [34]. In order to use this result for
obtaining sharp Phragmén—Lindel6f bounds one has to produce explicitly a radial sub-solution
to a homogeneous equation in the exterior of the ball with zero data on the sphere. This has
been resolved in this paper by means of the generalized Priifer transformation (see [39] and
Appendix B.3), which, up to our knowledge, has never been used before in this context. We
also provide an elementary proof of an improved Hardy Inequality in exterior domains. The
improved Hardy Inequality plays a crucial role in our analysis of equation (1.1) in the critical
case u = Chy.

To formulate the main result of the paper we assume that u < Cp, otherwise (1.1) has no
positive super-solutions by Theorem B. When p < Cp, the scalar equation

VP2 (vp—1)+ N —p)=p (1.9)

has two real roots v— < 4. Note that if 4 = Cy then v~ = v; = %. For p < Cy we

introduce the critical line A*(q, u) for equation (1.1) on the (g, o)-plane
Ai(g,p) =min{y-(¢—p+1)+p, 14(¢—p+1)+p} (¢€R),
and the nonexistence set
N ={(q,0) €R*\ (p —1,p) : (1.1) has no positive supersolutions in B}
Theorem 1.1. The following assertions are valid.
(i) If w < Cp then N = {0 < A(q)}.
(it) If p=Cq then N = {o < A(q)} U{o = As(q), ¢ > —1}.

Remark 1.2. (i) Observe that in view of the scaling invariance of (1.1) if u(z) is a solution to
(1.1) in Bj then D u(Ty) is a solution to (1.1) in B, , for any 7> 0. So in what follows,
for ¢ # p—1, we confine ourselves to the study of solutions to (1.1) on Bf. For the same reason,
for ¢ # p — 1 we may assume that C' = 1, when convenient.



(74) Using sub- and super-solutions techniques one can show that if (1.1) has a positive super-
solution in B then it has a positive solution in BS (see Lemma 2.6). Thus for any (¢,0) € R*\N
equation (1.1) admits positive solutions.

(#7i) Figure 1 shows the qualitative pictures of the set N for typical values of y~, v and
different relations between p and the dimension N > 2.

The paper is organized as follows. Section 2 contains various preliminary results, including
versions of the Comparison Principle and Weak Maximum Principle in unbounded domains. In
Section 3 we give a new proof of an improved Hardy Inequality with sharp constants, which is
based on Picone’s identity and simplifies some arguments used in the recent papers [3, 7, 20, 24].
Section 3 also includes sharp Phragmén—Lindelof bounds. The proof of the main result of the
paper, Theorem 1.1, is contained in Section 4.

The Appendix includes various auxiliary results which are systematically used in the main
part of the paper and often are of independent interest. Part A of the Appendix describes well—
known Picone’s identity and some of its corollaries. Parts B and C of the Appendix contain
explicit constructions and estimates of radial sub- and super-solutions to homogeneous p-Laplace
equations with Hardy—type potentials. Finally, in Part C of the Appendix we construct large
sub-solutions to a homogeneous equation in the exterior of the ball with zero data on the sphere
using the generalized Priifer transformation techniques.

2 Background, framework and auxiliary facts

Here and thereafter N > 2, 1 < p < o0, ¢ € R and C > 0, unless specified otherwise. For
0 < p < R < 400, we denote the exterior of the closed ball, the open annulus and the sphere of
the radii p by

B;:{$€RN:|1'|>p}, AP,R:{xERN:p<|x\<R}, S, ={z e RY: |z| = p}.

For a function v = u(z) we denote u™ = max{u,0} and v~ = —min{u, 0} the positive and
negative parts of u, respectively. By c¢,c1,co,... we denote various positive constants whose
exact values are irrelevant.

Homogeneous form associated to p-Laplacian. Let & be a homogeneous form defined
by

/|Vu\pd:c/ ViuPde  (ue WG N Q) (2.1)

where G C RY is a domain (i.e. an open connected set), and 0 < V € L (G) a potential.
Consider the equations associated with &

~Apu—Vuf2u=0 in G, (2.2)

~Apu—V§uf2u=f in G, (2.3)
where 0 < f € Li, (G). We say that u € I/Vllof(G) N C(G) is a super-solution to equation (2.3)
in a domain G C RY if for all 0 < ¢ € WaP(G) N C(G) the following inequality holds

/Vu|Vu|p_2Vg0d:E—/ iz ’p|u|p 2u<pdx>/f<pdx
G

The notions of sub-solution and solution are defined similarly by replacing ” > ” with 7 <7
and ” =7 respectively.
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Figure 1: The nonexistence set A/ of equation (1.1) for typical values of y_ and ~,.



Let u > 0 be a solution to (2.2) in G and let G’ € G. Then the following strong Harnack
inequality (cf. [43, Theorems 5, 6, 9]) holds
supu < Cginfu, (2.4)
G/ G/
where the constant C's > 0 depends on p, N, G’, G only. The Harnack inequality and comparison
principle in bounded domains [23, 46] imply that any nontrivial nonnegative super-solution to
(1.1) in G is strictly positive in G.

Comparison and Maximum Principles. We say that 0 < w € VVllof (G) satisfies condition
(S) if the following holds:

S) there exists (0,,)neny C VV,;I’Oo RM) such that 0 < 6,, — 1 a.e. in RY and
( €

/ R(Opw,w)dx — 0 as n — +oo,
G

where R is defined in Proposition A.1. Notice that if G is bounded and w € W'P(G) then
condition (8) is trivially satisfied with # =1 in G.

Using condition (S), we establish a version of comparison principle in a form suitable for
our framework. The proof follows with certain modifications the ideas in [34, 38, 42].

Theorem 2.1 (Comparison Principle). Let ¢ < p—1 and 0 < f € L} (G). Let 0 < u €

WIP(G) N C(G) be a super-solution and v e W,oP(G) N C(G) a sub-solution to equation

loc loc
—Apu —VulP72u = flulT v in G. (2.5)

If G is an unbounded domain, assume in addition that OG # 0 and v* satisfies condition (S).
Then u > v on OG implies u > v in G.

Proof. Let S :={x € G : v > u}. Assume for a contradiction that S # (. Then
K :=sup (logg) € (0, +o0].
zes u

Fix a positive constant b such that 50 < K. Let n € C'(R) be a nondecreasing function such
that

n(t)=0fort <2b, n(t)=1fort>5b and 7n'(t) >0 for 3b <t < 4b.
Let £ =n(log 7). Then 0 < & € VVlif(G) N C(@) and supp(€) € S C G. Let € Wo™°(RYN)
then supp(f &) is compact in G. Later on we specify 6 for the case of a bounded and unbounded

G. Set opyp
b1 = <;_’1> & o= 0Pt
u

Clearly ¢1, ¢2 € Wcl’p(G). Since u is a super-solution to (2.5), testing (2.5) by ¢; and using
Picone’s Identity we infer that

PP
0 < /{’Vu‘P—Q -Vu-V <2p1—)1) dzr + / gpvpvmgu. ‘Vlogu’p_Q . Vfd:ﬁ
S S
ud
_ /Svgpvpfdx_/sqj;_lgpvpgdx

/ |V (0v) P& dx — / R(Ov,u)€ dx + / 6PvP Vlogu - |V logulP~2 - VE dx
s S s
- / VOPoPEd — / fud=P=DgPyPe d.

S S

7



Thus from Proposition A.1 we obtain
/ |V(91})|p§dx—|—/0pvp|Vlogu|p_2Vlogu-V£da: - /Vﬁpvp‘fdx
S S S
> /fuq(pl)gpvpg dar.
S
Since v is a sub-solution to (2.5), testing (2.5) by ¢2 we derive
/ |VolP~2Vu - V(0Pv)éds + / 0PoP|V logv[P~*Vlogv - Védz — / VOPuPEda
S S S
< / fOPvITied.
S

Subtracting the former inequality from the latter one and using Picone’s Identity again we
obtain

Ty = / 6P P (|V10g’u|p_2 -Vlogv — |VilegulP~2- Vlogu) VEda
S
< / {|V(0v)|p — |VoP=2 . Vo - V(0Pv) — fOPoP(ud= P71 — vq—@—l))} € da
S
< / R(Ov,v)dx. (2.6)
Snsupp(6€)
We claim that
I, := / vP (|V10g;v|p_2 -Vlogv — |VilegulP~2- Vlogu) VEdz <0 (2.7)
S
implies S = (). Define the open subset S’ C S by
o : v
S ={zecG: <log u) € (3b,4b)} C S

and observe that 7/(log 2) > 0 on S’. There exists at least one connected component S; of the
set S" such that log % attains all values between 3b and 4b on S;.

Since

V¢ = (Viogv — Vlogu) n’(log%),

and
(|zl|p_221 - |z2|p_222) (21 — 22) >0, Vz1,20 € RY,

with equality if and only if 21 = 29, from (2.7) we have Z, = 0. Therefore log ? = ¢; on S,
which is a contradiction.

Below we show that (2.7) holds. Indeed, if the domain G is bounded then supp(§) € S and
one simply chooses # = 1 on G and §# = 0 on RN \ G. Then (2.6) implies that Z, < 0.

Now let G be an unbounded domain. Let 6,, satisfies condition (S). Then supp(f,) N
supp(&) # 0 for n large enough and from (2.6) we have
Iy < / R(Opv,v)dx — 0 as n — oo.
G

So the assertion follows. O



The proof of the following lemma follows closely the arguments in [5, Lemma 2.9].

Lemma 2.2. Let v be a sub-solution to (2.2). Then v is a sub-solution to (2.2).

Proof. For any € > 0 define v, = (v2 + €2)1/2. Then 0 < v, € VVlif(G) and by the Lebesgue
dominated convergence theorem, v, converges to |v| in Wif(G) Let 0 < ¢ € Wli’f(G) NC(G).
A direct computation shows that

2,2
VUE-V¢:VU-V<U¢>—UG 3@ ¢ |Vul?,
v, v,

€ €

which implies that Vo, - Vé < Vo - V (f ¢). Set ¢ = 1 (1 + —) é. Tt follows that

1 1
B V(v+ve) Vo = 3 (Vv -Vo+ Vv - Vo) < Vu - V.. (2.8)
Testing (2.2) against ¢, and using (2.8) we derive
0 > / |Vo[P2Vv - V. da —/ V|v|P~ 20, da
G G
1
> / |Vo[P~2 V35 (0t Védr - / Vv|P2ve. da. (2.9)
G G

Notice that %(v +ve) — vt and ¢ — X{vt+>0y® a.e. in G as € — 0. Letting ¢ — 0 in (2.9) we
infer that

/ yV(v+)yPQV(v+).v¢da;—/ V(wtPledr <0,
G G
which completes the proof. ]

We establish the Weak Maximum Principle for super-solutions to (2.2) as a corollary of the
Comparison Principle and Lemma 2.2.

Proposition 2.3 (Weak Maximum Principle). Let G # (. Assume that (2.2) admits a positive
super-solution 0 < ¢ € VVZZ’f(G)ﬂC(G’). Letu € Wli’f(G)ﬂC(G) be a super-solution to equation
(2.2) such that u > 0 on OG. For an unbounded G assume in addition that u™ satisfies condition
(S). Thenu >0 inG.

Proof. By Proposition 2.2 observe that u~ € VVllof(G) N C(G) is a sub-solution to (2.2) and
u~ = 0 on 0G. Thus u~ < g¢ on IG, for any € > 0. By Theorem 2.1, we conclude that
u~ < ¢e¢ in G for an arbitrary small € > 0. Hence v~ =0 in G. 0

Remark 2.4. After examples constructed in [16, 21] (see also discussions in [23, 46]) it is
known that the form &y is nonconvex as soon as p # 2 and the potential V' has a nontrivial
‘negative’ part V1, even if £ is nonnegative and admits representation (A.1) with respect to a
positive super-solution of (2.3). One of consequences of this fact is that the assumption f > 0
in Theorem 2.1 can not be removed, otherwise the comparison principle fails.



Positive solution between sub- and super-solutions. We show that the existence of a
positive super-solution to nonlinear equation (1.1) implies the existence of a positive solution
o (1.1). The following result on bounded domains is standard.

Lemma 2.5. Let p < Cy and G C Bf be a bounded smooth domain. Let v,u € Wl’p(G_)ﬂC(G)
be a sub- and super-solution to (1.1) in q, respectively. Assume that 0 < v < u in G. Then
there erists a solution w € WHP(G) N C(G) to (1.1) in G, so that v < w < u in G and w = v

on 0G.

Proof. The proof is a standard consequence of the comparison principle and monotone iterations
scheme (cf. [18, 46] for similar results). We omit the details. O

By means of the standard digitalization techniques Lemma 2.5 extends to the following.

Proposition 2.6. Let u < Cy. Assume that (1.1) has a positive super-solution in BS. Then
(1.1) has a positive solution in BY.

Proof. Let u > 0 be a super-solution to (1.1). Set v = ¢r?’~ and observe that
~Apy— Pl =0 in B

so v > 0 is a sub-solution to nonlinear equation (1.1) in Bf. By Proposition C.1, v satisfies
condition (S). Choose ¢ in such a way that u > cv for x| = 2. Thus Theorem 2.1 implies that
u > v in BS. By Lemma 2.5, for each n > 3 there exists a solution w, € W1P(As,,) to (1.1) in
Az, such that

v<w, <u in Ay, wp, =v on 0Aa,. (2.10)

By Corollary A.6, we conclude that there exists a constant M,, > 0 such that
va”-‘!'lHLp(Ag,n) < M,, Vn > 4. (2.11)

Using (2.11) and (2.10), one can proceed following the standard digitalization techniques in
order to construct a solution to (1.1) with the required properties. O

3 Hardy inequalities and positive super-solutions

One of the crucial components in our proof of Theorem 1.1 is an improved Hardy inequality on
exterior domains. Inequalities of this type were recently obtained by several authors using vari-
ous techniques, see [2, 3, 7, 20, 24]. Here we give a simple proof of an improved Hardy inequality
on exterior domains for all p > 1 and N > 2, which is based on the explicit construction of
appropriate super- and sub-solution and inequality (A.1).

Throughout the paper we use the notation v, := 1% and
NP -1 M‘H N £p 2, N #
Cy = ‘p , Cy:= 2p ?V ’ T omy = { ]\} N g’ (3.1)
p N-1 _ ) =P
) N =p,

Recall that, according to Proposition A.2 the existence of a positive super-solution to the
equation

Ko op—1 €
Ay — g
YT T aplog™ o]

Pl=0 in B¢ (3.2)

10



with some p > 1, implies that the form

uP |u‘p
Epe(uw) = | |Vulfde —p [ ——dx —€ | —————dux,
¢ ¢ lalP ol log™ o]

is nonnegative for all u € W7 (B;) N C(Bg)). Thus, in order to prove an improved Hardy
inequality it is sufficient to find a super-solution for the corresponding equation. The idea to
use Picone’s identity for proving Hardy type inequalities related to p-Laplace operator goes back
to [6], see also [1, 2]. However, as discovered in [22], such a technique can be in fact attributed
as far as to an 1907’s paper by Boggio [11].

Theorem 3.1 (Improved Hardy Inequality). For every p > 1 there exists p > 1 such that

P P
/ |VolPdz > Cy ﬂdal: + C, Lm*dx, (3.3)
Bg B |zlP Bg |z[Plog™* |z

for all v € Wcl’p(Bg) N C(Bg). The constants Cy and Cy are sharp in the sense that the
inequality
Eue(v) >0,  Yve Wl (BS)NC(BY),

fails in any of the following two cases:
(1) p=Cu, e>C,4,
(13) u>Cpg, e€R.
Proof. Lemma B.1 for p #% N and a direct computation for p = N show that the function

ﬁ:%, TG(O,}%) for p # N,

¢(r) = r*(logr)’ (loglog r)",
ﬂZ%, T=0 forp = N.

is a super-solution to equation (3.2) with u = Cy and € = C, in By with some p > 1. Thus
(3.3) follows immediately from Proposition A.2.

Sharpness of the constants. (i) Define

ﬁ:%, TE(-%,O) for p # N,

¢(r) =17 (log r)’ (loglog )T,
B=11 T=0 for p=N.

By Lemma B.1 (ii) one can choose p > 11 such that ¢ is a sub-solution with y = Cgy and € = C,
in By. Let R > p. Following [3], we define the cut-off function

2t/p—3, 3p<t<2p,

Or(t) == L 2pstsk, (3.4)
log £~ 2
T& R<t<R.

Below we show that for any ¢ > 0,

Ecy,Cute(POf) — —00 as R — oo,

11



where a =1if p > 2, and o > % if p < 2. By Proposition A.2 and using (C.5), (C.6), (C.7) we
obtain

Ecu e (B03) < 1 + e / R(0% 6, 6) dx < cs. (3.5)

AR,R2

Further, it is easy to see that

ge|p R loe'1 ™
/ _190R" 4. S / (oglogr)™ \ . (loglog By — cs.
A 2

402 |z|P log™* |z 0 rlogr

Thus for any € > 0 we arrive at

|9 05"

72dx—>—oo as R — co.
. Jallog?[z]
2P

EonCore(H0%) = Ecy o (S0%) — ¢ /B

(#7) Choosing ¢(r) = r7* as a sub-solution to (3.2) with 4 = Cy and € = C, in B, one can
verify that (3.3) with ¢ > Cy and any € € R fails on the family of functions ¢pfr defined as
above. O

As a consequence of the last theorem we obtain the following nonexistence result, which is
crucial in our proofs of nonexistence of positive super-solutions to nonlinear equation (1.1).

Corollary 3.2. Fquation (3.2) admits positive super-solutions in BS with some p > 1 if and
only if u < Cr and e € R, or u=Cp and e < C,.

Remark 3.3. Equation (3.2) with € # 0 is not homogeneous with respect to scaling, i.e. the
existence of a positive (super) solution in Bj with p > 1 does not imply the existence of positive
(super) solution in Bf and so the value of the radius p > 1 becomes essential.

Next we describe the behavior at infinity of positive super-solutions to equation (3.2) in the
case when p < Cpg and € € [0,C,). For € € [0,C,), denote by f_ < (4 the real roots of the
equation

shelP2p =12 -6p)8 = ¢ if p#N,
(N —1)(1 - )Nt = ¢ if p=N.

Noticethat()gﬁ,<%<ﬁ+§%ifp7éNand0§ﬁ,<%<ﬂ+§11fp:N.

(3.6)

Theorem 3.4 (Lower bound). Let u > 0 be a super-solution to (3.2) in By. The following
assertions are valid.

(i) Let w < Cpq, € =0. There exists ¢ > 0 such that
u>clx]’, x€ B3,
(13) Let p = Cq, € =0. There exists ¢ > 0 such that
u>clx|™, x€ B,
(7i7) Let u = Cpg, € € (0,Cy). For every T < 0 there exists ¢ > 0 such that
u > c|z|(log |z|)?- (loglog |z|)T, z € B3,

Proof. Follows from Theorem 2.1 and small sub-solutions estimates in Proposition C.1. O
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The next lemma establishes a Phragmén—Lindelof type upper bound on super-solutions.

Theorem 3.5 (Upper bound). Let u > 0 be a super-solution to (3.2) in By. The following

assertions are valid.
(i) Let w < Cy, € =0. There exists ¢ > 0 such that

infu <cR'™, R>2p.
Sk

(13) Let p = Cq, € =0. There exists ¢ > 0 such that

iglfu < cR™(logR)”", R > 2p,
R

where 3* :%forpaéN or =1 forp=N.
(7i7) Let u=Cpg,0 < € < Cy. For every 3 € (B4, B«) there exists ¢ > 0 such that

infu < cR™(logR)®, R >2p.

Sr

Proof. Let v > 0 be a large sub-solution to (3.2), that is a positive sub-solution to (3.2) that
satisfies the boundary condition v = 0 on S,, as constructed in Appendix D. We are going to
show that

infu <csupv, R > 2p. (3.7)

Sgr Sk

For a contradiction, assume that for an arbitrary large ¢ > 0 there exists R > 2p so that u > cv
on Sg. Thus
u—cv>0 on 0A,R.

Then Theorem 2.1, applied on A, r yields
u—cv>0 on A,pg.

In particular, this implies that
u(xz) > cv(z), x € Sy

But this contradicts to the continuity of u.
Now the assertions (i)-(iii) follow from (3.7) via Theorems D.1 and D.2. O

4 Proof Theorem 1.1

First, we prove the nonexistence of positive super-solutions to (1.1) in the super-homogeneous
case ¢ > p — 1 and sub-homogeneous case ¢ < p — 1. After this we show sharpness of our
nonexistence results by constructing explicit super-solutions in all complementary cases.

4.1 Nonexistence: super-homogeneous case ¢ > p — 1

We distinguish between the cases y < Cy and p = Cy.

13



Case i < Cp. First we prove the nonexistence of super-solutions in the subcritical case, i.e.
when (g, o) is below the critical line A*.

Proposition 4.1. Let 0 < v_(¢q—p+1)+p. Then (1.1) has no positive super-solution in BY.

Proof. Let u > 0 be a super-solution to (1.1) in Bf. Then u is a super-solution to the homoge-

neous equation
T )
—Apu — Wup =0 in Bf (4.1)
By Theorem 3.4(i) we conclude that w > ¢;|z|?"~ in BS. Thus from equation (1.1) it follows that

u > 0 is a super-solution to

w
—Apu — Mup_l =0 in Bg, (4.2)
[P
where
W (z) := Clz[P~u? P~ > C’c‘f_(p_l)‘x‘V—(quJrl)erfa’
with v_(¢ —p+ 1) +p — o > 0. Then the assertion follows by Corollary 3.2. O

Next we prove the nonexistence in the critical case, i.e. when (g, o) belongs to the critical
line A*.
Proposition 4.2. Let c =v_(¢q—p+ 1) +p. Then (1.1) has no positive super-solution in BY.

Proof. Let u > 0 be a super-solution to (1.1) in Bf. Arguing as in the proof above, we conclude
that u is a super-solution to (4.2), where

W(z) := C|x’piguq7(p71) > Cc(f_(p_l)‘x|7—(q*p+1)+pfa —

Thus u > 0 is a super-solution to the homogeneous equation

—Apu— ﬁuﬂ =0 in B (4.3)
where it = p + c¢. Without loss of generality, we may assume that @ < Cgy. Then by Theo-
rem 3.4(i) we conclude that u > co|z|7- in BS, with 7_ € (v_, v«). Therefore u is a super-solution
to (4.2) with

W(x) > ch*(Pfl)|x|‘f7(q—p+1)+p—a

and 9_ (¢ —p+1)+p—0 > 0. Then the assertion follows by Corollary 3.2. O

Case p = Cpg. In this case the proof of the nonexistence can be performed in one step for
both subcritical and critical cases.

Proposition 4.3. Let 0 < v.(¢ —p+ 1) +p. Then (1.1) has no positive super-solution in BY.

Proof. Let u > 0 be a super-solution to (1.1) in Bf. Then u is a super-solution to
Cu .
—Apu — Wup '=0 in Bf (4.4)

By Theorem 3.4(ii) we conclude that u > ¢|z|?* in BS§. So u is a super-solution to

—Apu — Crt W) o1 g iy BS, (4.5)
[P
where
W (z) := Claz[P~ud= P~ > Ccd= =) |g|r(a—pHD)+p=o
with v.(¢ —p+ 1) + p — 0 > 0. Then the assertion follows by Corollary 3.2. O
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4.2 A nonlinear lower bound

We will use the comparison principle (Theorem 2.1 in order to establish the following lower
bound on positive solutions to nonlinear equation (1.1) in the sub-homogeneous case ¢ < p — 1.

Lemma 4.4. Let ¢ < p—1. Let uw > 0 be a solution to (1.1) in BS. Then there exists ¢ > 0
such that -
u > clx|a=-0  in BS. (4.6)

Proof. Let u > 0 be a solution to (1.1) in Bf. Let x = Ry with y € Ay p and R > 1. Set

vr(y) := R @D u(Ry).

Then vgr(y) satisfies

I p—1 c q

T—up’ = ——wr? in Ay (4.7)
lylP [yl

Let Ay > 0 be the principal eigenvalue and ¢; > 0 be the principal eigenfunction to the
eigenvalue problem

_AprUR —

—App— ﬁwl =)o, € WEP(Agy),

see [23]. By the direct computation, T9¢; is a sub-solution to (1.1) for a sufficiently small 75 > 0.
Therefore, Theorem 2.1 implies that

VR > To¢1 in Agy.

So, lower bound (4.6) follows. O

4.3 Nonexistence: sub-homogeneous case ¢ <p—1

As before, we distinguish the cases u < Cy and u = Cp.

Case i < Cpg. First we consider the subcritical case, when (¢, ) is below to the critical line
As.

Proposition 4.5. Let 0 < v4(q—p+1)+p. Then (1.1) has no positive super-solution in BY.

Proof. Let u > 0 be a super-solution to (1.1) in Bf. According to Lemma 2.6, we may assume
that w is a solution to (1.1) in Bf. Then u is a super-solution to the homogeneous equation

—Apu — Lo 1=0 in Bf. (4.8)
x

By Theorem 3.5(i) we conclude that

infu <ciR™, R > 2. (4.9)
Sr
Since v4 < % this contradicts to lower bound (4.6). O

Next we prove the nonexistence in the critical case. When (g, o) belongs to the critical line
A, (4.9) is no longer incompatible with (4.6), so we need to improve estimate (4.9).

Proposition 4.6. Let 0 = v, (q—p+ 1) +p. Then (1.1) has no positive super-solution in BY.
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Proof. Let u > 0 be a super-solution to (1.1) in Bf. According to Lemma 2.6, we may assume
that w is a solution to (1.1) in Bf. Using (4.6) we conclude that u > 0 is a solution to

_ptW()

—Apu PR

w?'=0 in B (4.10)
where W (z) := Clz|P~7u?~P~1) € L>°(BS). Thus the strong Harnack Inequality (2.4) combined
with upper bound (4.9) implies that

sup u<Cg inf wu<cR™, R > 4,
ARj2.R AR/2,R

and hence W(x) > ¢; in Bf, for some ¢; > 0. Therefore u > 0 is a super-solution to

[T .

—Apu — Wup =0 in B (4.11)
where fi = p+ ¢ with 0 < € < ¢ small enough. Without loss of generality we may assume
that fi < Cy. Then by Theorem 3.4(i) we conclude that infg, u < cR+ for all R > 4, where
Y+ € (7Vs,7v4+) is the largest root of the equation (B.3) with £ in place of pu. This improved
estimate contradicts to lower bound (4.6). O

Case = Cp. First we prove the nonexistence in the subcritical case, when (g, o) is below to
the critical line A..

Proposition 4.7. Let 0 < v.(¢ —p+ 1) +p. Then (1.1) has no positive super-solution in BY.

Proof. We start as in the proof of Proposition 4.5 with Cp in place of u in (4.8). By Theorem
3.5(ii) we conclude that
infu <cR™(logR)"”, R>2, (4.12)

Sk

where 8* =1 for p = N and 8* = % for p # N. This contradicts to lower bound (4.6). ]

Now we consider the critical case, i.e. when (g, o) belongs to the critical line A,. We need
to distinguish between the cases ¢ > —1 and ¢ = 1.

Proposition 4.8. Let ¢ € (—1,p—1) and 0 = vy.(¢ —p+ 1) +p. Then (1.1) has no positive
super-solution in BY.

Proof. We start as in Proposition 4.6 with Cy in place of u in (4.10). The strong Harnack
Inequality (2.4) and upper bound (4.12) imply that

sup u < Cs inf u<cR™(logR)’, R>4. (4.13)

AR/Q,R AR/Q,R

We conclude that
W () > e(log «)* @) in B,

for some € > 0. Hence u > 0 is a super-solution to the equation

C 1 t
—Apu — 1 wuz’_l =0 in Bj, (4.14)
|z|P [P log™" ||
where ¢t := §*(¢ — p+ 1) + m > 0. So, the assertion follows by Corollary 3.2. O
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In the "double critical’ case ¢ = —1 equation (4.14) does not directly lead to the nonexistence,
because t = 0. So we need to improve estimate (4.13).

Proposition 4.9. Let ¢ = —1 and 0 = y.(¢ —p+ 1) + p. Then (1.1) has no positive super-
solution in BY.

Proof. Arguing as in the proof of Proposition 4.8, we conclude that v > 0 is a super-solution to
the equation (4.14) with t=0. We may assume that €; < C,. Then using Lemma 3.5(iii) and
applying the strong Harnack inequality to equation (4.14), we conclude that

sup u<Cg inf u<cR™(logR)’, R>2p, (4.15)

ARja.r ARry2,R

where 3 € (B4, («) and p > 4. Therefore u > 0 is a super-solution to the equation

Cy ._ W (x) _ .
A u — — P 1 "\ p-1 0 B¢
TP e log™ fal T
where
W(z) := ClzP~Nlog™ |z|u™ > c¢(log|z[)> " in B3,
Hence, the assertion follows by Corollary 3.2. O

This completes the description of the nonexistence region A/ and the proof of the nonexis-
tence part of Theorem 1.1. Next we show that the established nonexistence results are sharp.

4.4 Existence

As soon as the nonexistence region A is described, the construction of explicit super-solutions
in its complement is straightforward.

Case < Cp. Let (q,0) € R?\ V. Choose v € (y—,7+) such that

-<v<SH i g¢>p-1,

T <y<yy i g<p-1,

q—p+1
Y- <7 <7+ it ¢=p-1

Then one can verify directly that the functions uw = 717 are super-solutions to (1.1) in B for
an appropriate choice of 7 > 0 and p > 1.

Case = Cpy. Let (q,0) € R2\ V. For p= N, choose 3 € (0,1) such that

0<pB<1 if oc>N, qeR,
N_fﬁ_q<5<1 if o=N, ¢<-l1.

Then one can verify directly that the functions « = 7log®r are super-solutions to (1.1) in By
for an appropriate choice of 7 > 0 and p > 1.

For p # N, choose (3 € (0,2/p) such that

q_§+1<ﬂ< if o=w%@-p+1)+p, g¢g<-1

O<ﬂ<% if  o>Adq), qeR,
_ 2
P
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Then (B.6) implies that the function u = 777+ (log r)” satisfies

C C
Apu— Lyt >l — ¢ in B, (4.16)
|| |z[? log® || ||

where € = B(p — 1)(2 — Bp)/2 € (0,C,) and 7 > 0, p > 1 are chosen appropriately. This
completes the proof of Theorem 1.1.

A Picone’s identity and corollaries

We say that the form &y is positive definite if
Ev(u) >0, VYueWI(G)NC(G), u#0.

Below we describe the relation between the positivity of the form £y and the existence of positive
super-solutions to the equation (2.3). In the linear case p = 2 such a relation is well-documented,
see e.g. [4]. We start with formulating the well-known Picone’s Identity for p-Laplacian (see
e.g. [6, 17, 42]).

Proposition A.1 (Picone's Identity). Let w, ¢ € VVi)’f(G)ﬁC(G) be such that w > 0 and ¢ > 0.

Set
-1
Llw,¢) = [Vl +(p—1) <Z>plw|p—p<z>p Vw|Ve[P?Ve,
p
R(w,¢) = |Vw|P—V(¢f1> V[PV,

Then L(w, ) = R(w,p) > 0 a.e. in G. Moreover, L(w,p) = R(w,p) =0 a.e. in G if and only
if w=c¢ in G for a constant c > 0.

An immediate consequence of Picone’s identity is that the existence of a positive super-
solution to (2.3) implies positivity of the form £y, as the following proposition shows.

Proposition A.2. Let ¢ > 0 be a super-solution (sub-solution) to equation (2.3). Then the
form &y satisfies the following inequality

&v(u) > (<) /G R(u, ¢) de + /G

¢j—1 lulPdz,  YueWIP(G)NCG). (A1)
Juf?

Proof. Let ¢ > 0 be a super-solution (sub-solution) to (2.3). Testing (2.3) by £ = T €
WeP(G) N C(G) we obtain
p
— dx —/ / |ulP dz,
G

Vo U

VP d u de — (p — p|Z

/G uP dx <(>)p/G " 5 Vudz — (p 1)/G|V¢] 5 pra

which implies (A.1). O

p—2

uVo

Remark A.3. (i) If ¢ > 0 is a super-solution to (2.3) then R(u,¢) > 0 a.e. in G and, in
particular,

Ev(u) > /Gdﬂ;f_l\uyp dr>0, YueW(G)no@).
If, in addition, f > 0 then
Ev(u) >0, YuecWP(G)NC(G), u#0.
(7i) If ¢ > 0 is a solution to (2.3) then inequality (A.1) becomes an identity.
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The following straightforward corollary of Proposition A.2 is our main tool in proving nonex-
istence of positive solutions to nonlinear equation (1.1).

Corollary A.4 (Nonexistence principle). Assume that there exists u € WoP(G) N C(G) such
that Ev(u) < 0. Then equation (2.2) has no positive super-solution.

Another interesting application of Proposition A.2 is a version of Barta’s inequality (cf. [6]).

Corollary A.5 (Barta's inequality). Assume that equation (2.2) admits a positive super-solu-
tion. Then for every 0 < ¢ € T/Vlif(G) NC(G) such that —App — VP~ € Ll (G) the following
inequality holds

- - p—1 YulP — VuP)d
inf Ap _YSO < inf fG(‘ ul u) $.
zeG ©P 0<ueWEPnC(G) Joup dx

(A.2)

Proof. Set F(z) := —App—VP~l € Ll (G). We may assume that F' > 0 (otherwise inequality

loc

(A.2) is trivial). Proposition A.2 implies that

F
Ev(u) 2/ —uPdr > inf
el

Lo / uPdz, Yue W (G)NC(Q).
Te G

So the assertion follows. O

We need the following version of the Caccioppoli inequality, which is a consequence of
Proposition A.2.

Corollary A.6 (Caccioppoli-type Inequality). Let u > 0 be a sub-solution to (2.2). Then
/ |0 VulPdz < p/ VuP|Pdx —i—pp/ uP|VoPdx, Ve Wh>e(a). (A.3)
G G G
Proof. From (A.1) we have
Ev(uf) < / |V (uf)|Pdz —p/ OVu |0V ulP~2V (uf) dz + (p — 1)/ |0V u|Pdz
G G G
< / IV (uf) Pda —|—p/ 10 VulP~1u|Vo| da —/ 10 VulPda.
G G G
Using the Young’s Inequality and (2.1) we obtain
—1
/ ]9Vu]pdm§/Vup\9pdx —i—ppl/ |uV9]pdx+p/ |0 VulPdz,
G G G p G

so the assertion follows. O

B Sample sub- and super-solutions

Below we construct explicit super- and sub-solutions to the homogeneous equation of the form

Eoop1 € -1 . c
YN TR o R S— B B.1
M T e e By (B-1)

where p > 2. In what follows we assume that u < Cg and € € [0, Cy), where C, Cy and m, are
defined in (3.1). When w is radially symmetric we loosely write u(|z|) = u(r) instead of u(x).
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In this case in the polar coordinates (r,w) on RV equation (B.1) transforms into the ordinary

differential equation
€

1-N/, .N—1 -2 | -1
-r (7" ‘ur|p U?")T - ﬁup - Wul’ =0 (7’ > p) (BQ)

Let p < Cp. Set v, = %. By v- < 4+ we denote the real roots of the equation

=AW (v(p— 1)+ N —p) = p. (B.3)

If o < Cg then v_ < v < 4. If p = Cy then v+ = 7. It is straightforward to see
that if 4 < Cyx and € = 0 then the function u = r? is a sub-solution to equation (B.2) if
v € (—00,7-] U [74+,+00) and a super-solution if v € [y_,y4].
Let p= N and € € [0,C,]. Then S_ < 34 denote the real roots of the equation
BY1(1 = BN 1) =e. (B.4)
Notice that 0 < g_ < % < By < 1. It is simple to verify that the function u := logﬁr is a
sub-solution to (B.2) if 8 € (—o0, 8] U [B+,+00) and a super-solution if 8 € [5_, B+].

When p # N, u = Cyg and € € [0, C,] the situation becomes more delicate. We denote by
B— < B4 the real roots of the equation

1 L.
S P =12 - Bp)B=¢, (B.5)
Ife<Cythen0< B <L<fy <2 Ife=C;then =gy = 1.

Lemma B.1. Letp # N, p = Cp and € € [0,C4]. Let ug.(r) := r7*(logr)’(loglog )™, where
B8 >0 and 7 € R. The following assertions are valid.

(1) Let e € [0,Cy). Then there exists p = p(p, N, 3,7) > 1 such that

(a) ugr is a super-solution to (B.2) if B € (B-,0+) and a sub-solution if B < B_ or
B> By

(b) ug_r is a super-solution to (B.2) if 7 > 0 and a sub-solution if T < 0;

—~
2}
N—

ug, 7 15 a super-solution to (B.2) if 7 <0 and a sub-solution if T > 0;
(d) ugy o is a super-solution to (B.2) if p € (1,2] U (N,4+o00) and a sub-solutions if
pE[2,N).
(1i) Let e = Ci. Then there exists p = p(p, N, 3,7) > 1 such that

(a) ugr is a sub-solution to (B.2) if 5 # 1/p;
(b) w1y is a super-solution to (B.2) if T € (0, %) and a sub-solution if T < 0 or T > 2/p;

(€) uispp 1s a super-solution to (B.2) if p € (1,2] U (N, +o00) and a sub-solution if p €
2, N).

Proof. Observe that for every 3,7 € R there exists p > 2 such that u, does not change sign on
(p,00). Then a direct computation similar to [40, Lemmas 2.1, 2.2] verifies that

. Blp—1)2—p) 1
—Apupg, = Tup ' |7*|2 T 2 log2 T
1 (p—1)(2 - 7p) 1
1)1 —
+ 7(p—1)(1-pBp) log? r log log T + 2 log? 7 loglog? r
plp—1D(p—2) )
4+ = -3 + R s B.6
SW—-p P Ve, TR o
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Sub-solution Super-solution Sub-solution

p#N,e=0 <0, 7=0 B€[0,2/p], =0 B>2/p,7=0
B=2/p, 7>0

p;ﬁN,{:‘E(O,C*) B<p-,7=0 66(5—,/8-4-)’7-:0 ﬁ>ﬂ+’7—:0
B=p_,7<0 | B=p0_,7>00r =04, 7<0| B=pL,7>0

p#N,e=0C, B<1l/p,7=0 B>1/p,7=0
B=1/p,7<0 B=1/p, 7€ (0,2/p) B=1/p,7>2/p

Table 1: Case p = Cpy. Properties of ug, = r7(logr)?(loglogr)™, for a large p > 1.

where
1 1

+
log rloglogr  log*r

R(r):O<

The rest of the proof is straightforward. O

> as 1r — OQ.

Remark B.2. Table 1 summarizes some values of the parameters #,7 € R which make the
function ug, = r7*(logr)?(loglogr)” a sub- or super-solution to (B.2) with u = Cy and
e € [0,Cy], for a sufficiently large radius p > 1. Observe that the radius p > 1 depends on the
data and, in general, can not be determined explicitly. Similar calculations with 7 = 0 were
provided in [40, 41] for interior domains.

C Small sub-solutions

A small (sub)solution to equation (B.1) is a (sub)solution v > 0 to (B.1) that satisfies the
condition:

(S) there exists a sequence (,) € Wa™(RY) such that 6,, — 1 a.e. in R" and

R(Opv,v)dx — 0 as R — +o0,
B3

where R(w,v) = |[VwP -V (v}f’fl) |Vu[P~2Vv is defined as in Proposition A.1. In order to apply
Theorem 2.1 to equation (B.1) we need to verify that (B.1) has small sub-solutions, which is
done in the following proposition.

Proposition C.1. Set v = r7(logr)?(loglogr)”. The following assertions are valid.

(1) Lety <., =0,7=0. Then v is a small sub-solution to (B.1) with up < Cg and € = 0;

(1) Letp# N, v =", B=1/p, 7 <0. Then v is a small sub-solution to (B.1) with u = Cpg
and € € (0,Cy);

(iii) Letp =N,y =", = %, 7 < 0. Then v is a small sub-solution to (B.1) with u =10
and € € (0,C,).
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Proof. Lemma B.1 in case (ii) and direct computations in cases (i), (iii) show that v is a sub-
solution to (B.1) for corresponding p and e. Below we show that [p. R(0%v,v)dz — 0 as
P

R — +o0, where 0z € C11(0, 00) is defined by

1, 0<r<BR,

) g B
Or(r) == Tf, R<r<R?
0, r=R,

and a > 1 will be chosen later. By Proposition A.1, for R > p we have

R(0%v,v)dr = / R(0%v,v) dﬂs+/ R(0%v,v) dz
Ay A

C
Bp R,R2

= / R(v,v) dac—i—/ R(0%v,v) dz
A, R A

R,R2
R2
= ¢N R(O%v, v)rN Ldr
R
Below we estimate the latter integral.
(7) Using the inequalities (see, e.g., [42, Lemma 7.4] )
cil0ror P2 [0(OR) | + colo (OR) P, (0> 2), (C.1)

<
< cslv ()P, (I<p<2), (C.2)
we obtain directly that there exists ¢ > 0 such that

R? +N—
RPHN-p
N-1g. . .
: R(Orv,v)r™ "dr <c (log )7 (C.3)

(ii) Set Q(r) := —v«logrloglogr — Bloglogr — 7. Then direct computations give

(log r)(ﬁfl)p(log log ) (r=1)p RZ\ PP
« — 1 p
R(0%v,v) N (log R)or 0g QP (r) x
" {

b R\ R? log r log log r
— [ log — log — +ap———~--" 7.
r r Q(r)

Let p > 2. Choose aw = 1. We use the inequality (see, e.g., [42, Lemma 7.4])

o ]i2 ‘o log rloglog r
T QM)

_ pp—1 _
|21 4+ 22|P — |21|P — plz1|P 22120 < ( 5 ) (|21 + |22])P 2 |22|?, Vz1,290 € R (C.4)
with
) 2 log rloglogr
1 g r 2 o)

to obtain that

(log ) P=DP+2(Jog log ) (T~ 1P+2 P2

rNlogl R
(log 7)P=DP+2(Jog log ) (T~ 1P+2
rNlogP R

R?> logrloglogr
log — + ——+177+——
r Q(r)

R(Ogv,v) < ¢ Q" 2(r)

2 p—2

Q(r)log R— + logrloglogr
T

= C
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Thus we arrive at

R? B -
1 P(log1 P
/ R(Ogv,v)dzr < 62 / (log)°P(loglogr) 0
AR R2 log” R Jr ,
< c(log R)ﬂp—l(log log R)Tp. (0'5)

If1 < p < 2, choose a > %. Observe that the Taylor expansion applied to the function
ft) =1]z1 +tze|P with 0 <t <1, 21,29 € R, 21 # 0 and 2122 > 0 leads to

p(p—1) p(p—1)

2 2 ‘21|p72‘22|27

|21 + 22|P — |21]P — p|=1 !p722122 = |21 + t02’2!p72|2’2!2 <

for some tg € (0,1). Using the above inequality with

R2

log rloglog r
zlzlogT, 2= ————

Q(r)

we obtain

1 B-Dp+2(100 1 (r—1)p+2 2\ ap—2
R(Orv,v) <c (log) (loglog 7) < K ) Q" 2(r).

log ——
rN (log R)eP 08

Since ap — 2 > 0 we conclude that

R? B T
1 P(logl P
/ R(Orv,v)dz < ¢ / (log )™ (loglog 1) dr
A

R2 ~ log’R Jr r
< ¢(log R)*P~L(loglog R)™. (C.6)
(7i7) An easy computations shows that
R(Opv,v) < —————(log7)?N (loglog ).
(Or )_erogNR( gr)”" (loglogr)
Therefore
R? BN TN
1 log1
/ R(Ogv,v)dx < f\, / (log )™ (log log ) dr
Ap g2 log™ R Jr T
< c(log R)PN=N*1(loglogr)™. (C.7)
This completes the proof. O

D Large sub-solutions
A large (sub) solution to equation (B.1) is a positive (sub) solution of the problem

Ay Fpr € P~1_( in B¢ —
Apu |x]Pu P log™ ’x‘u =0 in B, u=0 on Sg, (D.1)

with a sufficiently large R > 1. Below we establish the existence and asymptotic behavior of
large sub-solutions.

Theorem D.1. Let 4 <0 and e = 0. The following assertions are valid.
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(7) if p# N or u <0 then u = ||’ — R is a positive sub-solution to (D.1).
(13) if u =0 and p= N then u =log|z| — log R is a positive sub-solution to (D.1).

Proof. Note that if ¢ < 0 then 0 € [y_,74]. Hence positive constants are super-solutions
to (D.1). Then a direct computation verifies that u = r"* — R"* or u = log|z| — log R are
sub-solutions to (D.1). O

Theorem D.2. The following assertions are valid.

(i) Let p# N, p€ (0,Cx) and e =0. Then (D.1) admits a solution v > 0 such that

1+0(1))

u = c|z| 7+ as 1 — +oo0.

(1) Let p# N, u=Cpy and e =0. Then (D.1) admits a solution v > 0 such that

3 (ho(1)

u = c|z|™ (log || as 1 — +00.

(#i1) Letp=N, u=Cqg and e € (0,Cy). Then (D.1) admits a solution u > 0 such that

)[3+(1+0(1))

u = c(log|z| as 1 — 400.

(tv) Letp # N, u = Cg and
every § € (0, min{f; —

e € (0,Cy). Then (D.1) admits a solution u > 0 such that for
%, % — B+}) there exists c¢5 > 0 and Rs > e and u satisfies
¢ '™ (log [2])* ~° < u < esla (log [#)* 7 in  (Rs, +00).

Our proof of Theorem D.2 employs the generalized Priifer Transformation. The classical
Priifer transformation is a well-known tool in the theory of linear second-order elliptic equations,
cf. [15, Chapter 8|. Its generalization to the context of p-Laplace equations was recently
introduced by Reichel and Walter [39], see also [10, 14]. For the readers’ convenience we collect
below required facts for the generalized sine functions and Prifer transformation.

D.1 Generalized sine function

The generalized sine function Sy (1) (p > 1) was introduced in [31] as the solution to the problem
—— =1, w(0)=0, w'(0)=1. (D.2)

Equation (D.2) arises as a first integral of (w'|w’[P=2)" + w|w[P~2 = 0. The solution of (D.2)
defines the function S, (1) = siny,(¢) as long as it is increasing, that is, for ¢ € [0, m,/2], where

T _ /(p—l)l/” dt _ (p— 1)1/p - (D.3)
2 Jo L—t/(p—1)/»  psin(r/p) '

Since S,(m,/2) = 0, we define S, on the interval [m,/2, 7] by Sp(¥)) = Sp(mp — 1), and for
Y € (mp, 2mp] we put Sp(¢) = —Sp(2m, — ¢) and extend S, as a 2w, — periodic function on R.
The following properties of S, will be used frequently (see [31]).

Lemma D.3. The generalized sine function S, satisfies the following properties.
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(i) Sy satisfies (D.2) on R; S, € CL(R) and ||Sp|lee = (p — 1)V/7;
(i) SyISp/P~2 € CH(R), IS}l = 1 and [[(SpSHP~2) o = (p — 1)~ D/7;
(i1) if p < 2 then S, € CY(R), while if p > 2 then S, € CHY/P=1)(R);

(iv) (p—1)S"(¥) = =Sy '[SH1>P , ¥ € (0,7p), ¥ # mp/2.

Clearly, Sa(¢) = sin(¢)) and m = 7. Notice also that S,(t) — 1 — |t — 1| as p — oo, and
Sp(t) — 0 as p — 1. The generalized sine function was discussed in great detail by Lindquist in
[31].

D.2 Generalized Prifer transformation

In order to construct a positive solution of (D.1) it is sufficient to solve the initial value problem

—Tl_N(rN_l|ur|p_2uT)r _ V(,r.)up—l —0 in (R, —I—oo),
{ u(R)=0,  /(R)>0, (D.4)

where we set

p €
Vir) =—4+———.
(r) rP * rP log™* r

Following [14], we use the generalized sine function to transform (D.4) into phase space via the
generalized polar coordinates (p, 1)) defined by

PNIW P = p(r)SL (0 ()| S (r)) [P,
{Q(r)(Pl)/pupl — p<7,)55—1(¢(7,))7 (D.5)

where the function 0 < Q € C!(R,+oc) will bee chosen later. A calculation similar to [39,
Lemma 2] shows that by means of the generalized polar coordinates (D.5) equation (D.4) trans-
forms into the Cauchy problem

W= VIS, @)+ Ve 4 195 (p)shw)Sy ()P, w(R) = 0,
do= plvi-v) s 1() Spw) + 1L SBw) |

n (R, +o00), where V; and Vs are defined by

Vi(r) := T%Q%(T), Vao(r) :== erlV(r)Ql%p(r).

Notice also that by means of (D.5) a pair of C>functions (p,) satisfying (D.6) transforms
into a positive solution u to (D.4).

The main feature of system (D.6) is the fact that its first equation is independent of p.
Notice also that the second equation is linear in p and is completely integrable provided the
solution ¢ of the first equation is given.

For the choice of Q(r) we distinguish between the cases V(r) > 0 and V(r) < 0. If V(r) > 0
then we set

Q) = V()T (D7)

Then V; = V = V/P and using Lemma D.3 we rewrite (D.6) in the form

W= VU (A4 X L) S ) SIS w(R) = o,

p
o= o (3% 2 ) st pR) > 0
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(N-1)
n (R,400). In the case V(r) < 0 one can choose Q(r) = —V(r)rpp—l , however we are not

interested in this case below.

The main tools of our analysis of (D.8) will be a simple comparison principle between sub-
and super-solutions and a stabilization argument for a time—dependent one-dimensional ODEs.
The comparison principle below can be found in [39)].

Lemma D.4 (Comparison principle). Let f : (R,00) X R — R be locally Lipschitz—continuous in
(R,00) x R. Let ¢, be Cl—functions on (R, ), continuous in [R,00), and such that

¢(r) < f(re), L)z fre),  $(R) <eR).
Then ¢(r) < o(r) in [R,00).

Lemma D.5 (Stabilization principle). Let f : (R,00) x R — R be locally Lipschitz—continuous
in (R,0) x R, and limr_m f(r,{) = f:(§), uniformly on compact subsets of R. Let 0 < n €

CH(R,00) and [5°n~'(r)dr = co. Let ¢ be a C'~function on (R,00) such that
; f(?“,lb)
Y= () (r>R).

Assume that f(r,(r)) > 0 for all r > R and v is bounded above. Then f.(1.) = 0, where
Yy = limy 00 (7).

Proof. Observe that v(r) is monotone increasing and uniformly bounded, so the limit 1, exists.
Assume for a contradiction that f.(¢s) > 0. Then there exist § > 0 and R; > R such that
f(r,ap(r)) > 6 for all r > Ry + 1. Then

= f( w())s Cc ' LS—>OO as r— +00
o) =i+ [ SRzt [ o oo

which contradicts to the boundedness of 1. Thus the assertion follows. ]

D.3 Proof of Theorem D.2

Below we establish the existence and asymptotic behavior of a solution (¢, p) to system (D.8).
Then the existence and asymptotic of a positive solution to (D.4) can be computed directly
from the asymptotic of ¢ and p via (D.5) and (D.7).

(i) Case p € (0,Cy), € =0, p # N. We consider in detail only the case p > N, the case
p < N being similar.

System (D.8) can be written in the form

where
SLS SISO Gw) = 5T ).

Notice that 0 < v_ < v4. An elementary calculation involving (D.2) shows that F(¢) = 0 if
and only if 1) satisfies

FW) =4

_ 1/p _ 1/p
S0 = (sl -0+ W-5= )" md S0 =(wlg) . O
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Then it follows from the definition and properties of S, (1)) that the solutions ¢+ € (0, ) of
F(v) = 0 are uniquely (modulo 27,) determined by v+ via (D.10). One can also see that

O<1/J+<w_<%.

Moreover, F(v) is strictly positive for ¢ € (0,14 ).
Let 1 (r) be the solution to the problem

W:ngin(ﬂ+mx W(R) =0, (D.11)

for some R > 1. Observe that the right hand side of (D.11) is bounded and smooth for all
(r,) € (1,00) X R, so ¢(r) exists for all » > R. Note also that ¢4 (r) = 14 is a stationary
solution to (D.11). So, ¥(r) < 44 for all * > R, by Lemma D.4. Moreover (r) is monotonically
increasing and F'(1(r)) > 0 for all » > 0. Thus, by Lemma D.5 we conclude that lim, o 1(r) =

Yy

Lemma D.6. Let ¢ be the solution to (D.11). Then (r) = ¢4+ + w(r) where w(r) < 0 in
[R,+00) and
w(r) = er~HPEN=P)(+e()) 4 f o0,

for some ¢ < 0.

Proof. Since

F(i) = F'(4) (¥ — ¥4) + O — 5), (D.12)
where O(¢) — 1) = O((¢p — 1b4)?) as ¢ — ¢, by Lemma D.3 (iv) we obtain that

_N-»p
-

_N-p
-~

F'(1)) (ISp@)P + (= 1)Sp()]|S, () P25, () (ISp)I = Sp(w)) -

Using (D.10) we arrive at F'(¢4+) = —(y4+p+ N —p) < 0. Set w(r) := 9(r) — ¢4. Thus
w(R) = —14+ and w satisfies
W' () Ow)

= + , r € (R, +00).
w r rw

Therefore we infer that

w(r) r\ —(+p+N-p) "O(w) ds
log -2 = log (— )88
°8 w(R) ©8 (R) +/R w s

So, the assertion follows by the L’Hopital’s Rule. O

Given the solution 9 (r) to (D.11), let p(r) be the solution to the problem

QI _ G(1) in (R, +o0), p(R) = 1. (D.13)

p r

Observe that the right hand side of (D.13) is bounded and smooth for all (r,9) € (R, 00) x R,
so p(r) exists for all r > R.

Lemma D.7. Let p be the solution to (D.13). Then p(r) = crO+@=D+N=p)(1+o(1)) 454 — 400,
for some ¢ > 0.
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Proof. Observe that p satisfies
/ =
% _ G(f” + “(“;("”)), r € (R, +00), (D.14)

where Z(¢ — 1) = o(¢p — 1) as P — 4 and w(r) := ¥ — P4 is given by Lemma D.6. Using
the definition of G, (D.10) and (B.3) we conclude that G(¢+) = v4(p — 1) + N — p. Therefore

p(r) r\V+(E-1)+N-p /’" _, .ds
log ——= =1 — Z(w)—.
°8 p(R) o8 (R) + R () s

So, the assertion follows by the ’'Hopital Rule. O

Remark D.8. The case p € (0,Cp), € =0 and p < N is similar, the only difference being that
if p < N then v_ < 4 <0 and hence 7,/2 < ¢y < P_ < m,.

(ii) Case u=Cpg, e =0, p# N. We consider in detail only the case p > N, the case p < N
being similar. System (D.8) can be written in the form (D.9), where

N—p
p—1

Sp()Sp WS, IF2, GY) = NP gy, (D.15)

F(y) = |yl + p—1"7

Notice that v, = _TN > 0. A simple analysis shows that F(¢) = 0 if and only if ¢, = (7/4),
modulo 27, , where (7/4), € (0,7,/2) denotes the unique solution to the equation

_ 1/p
Sp(1) = Sp(y) = <pj> : (D.16)

It is clear that (w/4)2 = w/4. Observe that F'(1) is nonnegative for all ¢ € R and strictly
positive for ¢ € (0, vy).
Let 9(r) be the solution to (D.11), for some R > 1. Clearly ¢ (r) exists for all » > R. Note

also that . (r) = 1, is a stationary solution to (D.11). So, ¥ (r) < 1, for all r > R by Lemma
D.4. Moreover, by Lemma D.5 we conclude that lim, o ¥(r) = ..

Lemma D.9. Let ¢ be the solution to (D.11). Then (r) admits a representation ¥ (r) =

Yy + w(r) where w(r) < 0 in [R,+00) and

2p-1 1+o0(1)
pp—N logr

w(r) =

as 1 — —4o0. (D.17)

Proof is similar to the arguments in the proof of Lemma D.6. Notice only that F'(i.) =

F(i.) = 0 and F"(,) = L2 g0 use F() = JF"(1h.) (% — 1.)2 + o((¢ — 1.)?) instead of
(D.12).

. - (B2 (14o(1))
Lemma D.10. Let p be the solution to (D.11). Then p(r) = cr= 7 (logr)\ »
r — +o0o, for some ¢ > 0.

as

Proof is essentially the same as the one for Lemma D.7, the only difference being that instead
of (D.14) one uses
Pr_GW) G e  ofw(r))

— + , r € (R, +00),
p T T T

where G(¢,) = =74, G'(¢x) = N — p.

Remark D.11. The case y = Cp, € = 0 and p < N is similar, the only difference being that
v+ < 0 and hence ¢, = (37/4), :=mp — (1/4)p.
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(iii) Case u=Cpq, € € (0,Cy), p= N. In this case system (D.8) can be written in the form

W = F(Iﬂ)’ E:% in (R,+00),
rlogr p  rlogr

where

F(y) =N = SySyISy[™™? G(Y) = Sy
A simple calculation shows that F'(y) = 0 if and only if
_ B 2/N ! _ pl/N
Sn() =1 =677, Sy() =647, (D.18)

where (1 are roots of (B.4). Note that 0 < f_ < =1 < 3. < 1 and hence the solutions
Yy € (0,mn) of (D.18) are uniquely (modulo 27y) determined and satisfy

O<1/J+<7T7N<1/1_<7TN.

Observe that F'(¢) is smooth, bounded and nonnegative for all ) € R and strictly positive for
¥ € (0,14). Let ¥(r) be the solution to the problem

W = (¥)

~ rlogr’

Y(R) =0, (D.19)

in (R,+00), for some R > e. Note also that ¢ (r) =14 is a stationary solution to (D.19). So,
Y(r) <y for all > R by Lemma D.4. Thus, by Lemma D.5 we conclude that lim, . ¥(r) =

Yy
Lemma D.12. Let ¢ be the solution to (D.19). Then (r) admits a representation ¥ (r) =
Yy + w(r) where w(r) <0 in [R,400) and

w = c(logr)NA=A)=D+e) s p - 4o,

for some ¢ < 0.

The proof is the literary repetition of the arguments in the proof of Lemma D.6. Note only
that F'(11) =0, Fy(¢y) = (1= 34)N - 1.
Given the solution 9 (r) to (D.19), let p(r) be the solution to the problem
P G)

p rlogr

in (R,+00), p(R) =1. (D.20)

Observe that the right hand side of (D.20) is bounded and smooth for all (r,9) € (R, 00) X R,
so p(r) exists for all r > R.

Lemma D.13. Let p be the solution to (D.20). Then p(r) = c(logr)B+=DWN=D(+e()) 44
r — +o0o, for some ¢ > 0.

The proof is the literary repetition of the arguments in Lemma D.7. Notice only that

G(y) =1 -B1)(N —1).
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(iv) Case pu=Cpq, € € (0,Cy), p # N. We consider in detail only the case p > N, the case
p < N being similar.
The equations in system (D.8) can be written in the form

W = Fo(r,9) PL _ Ge(r, ) in (R, +00), (D.21)

)

r p r

where we use the notation

Fe(r,9) = U(r) + W(r)Sp()S,()IS,()P2, Ge(r,y) = W(r)SH(®),

1/p
€ N—p 2e
U(r):=(Cyg+ , Wi(r) = — .
(r) (H 10g2r> (r) p—1 p(CHlog2r+6)logr

Observe that g/((:,)) # const, so the first equation in (D.8) has no stationary solutions. For § > 0,

denote 5
A(r) = v, .
(r) Pt log r

Below we suppress the dependence on r in U(r) and A(r) writing simply U and A. For r > e,
let ¢g(r) be defined as the solution to the system

U A
Sp(@b) = » 1/p and S;(¢) = ” 1/p’
(141 + ) (141 + )

satisfying 0 < 13 < Z£. From the definition of U and A one can see that lim, .. 95(r) = (7/4)p,
where (7/4), is defined by (D.16).

Lemma D.14. Let 3 > 0. The following assertions are valid.

(D.22)

(t) If B € (B—, B+) then there exists Rg > e such that 1(r) is a positive super-solution to the

equation
Fe(r,¢)
! ISR
V= T

(i1) If B & [B—, B+] then there exists Rg > e such that (1) is a sub-solution to (D.23).

in (Rg,+00). (D.23)

Proof. A routine calculation based on (D.22) gives that

o U
Vg = - <Fe(7“, Ys) + m @(7")> ;
=

where
I6] AP Ur _ N _pApfl

(C] = AP2 —
(r) log?r P

B B P2 3 Bt
 log?r 7*+10g7“ + p—1 logr ’y*—i_log'r
€ 1 |vl?
p—1 log2 r p—1
For r — 400 we obtain
p—2 _ . 1
2p log“(r) log®r

Thus the assertion follows. O
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Set b:= (4 — 6§, B := B+ + §, where § > 0 is chosen such that % <b< py <B< %. By
Lemma D.14 there exist Ry and Rp such that 1, and 15 are sub- and super-solution to (D.23),
respectively. Set Rs := max{Ry, Rp}. It follows from (D.22) that ¥5(Rs) < ¥u(Rs). Let 1. (r)
be the solution to the problem

w = TP (R s0), () = v, (D.24)

where ¥y € (Yp(Rs), ¥p(Rs)). Observe that Fy(r, 1) is smooth and bounded, so 1, exists for
all r > Rs. Moreover, by Lemma D.4 we conclude that

¥p(r) < u(r) <ihu(r), 7€ [Rs+00), (D.25)

and, one can see that F¢(r,1.(r)) > 0 in [Rs, +00). Observe also that lim, . ¥« (r) = (7/4)p.
Let ¢ (r) be the solution to the problem

Y = . Y(Rs)=0. (D.26)

Clearly, ¥ (r) exists for all » > Rs. By Lemma D.4 one has 0 < ¢(r) < 9,(r). Hence using the
definitions of F, S, and S}, one can see that F(r,v(r)) is strictly positive in [Rs, +00). Notice
that

Tim F(r,v) = F(),

uniformly in ¢, where F is defined by (D.15). Thus, by Lemma D.5 we conclude that lim, o 1(r) =
(m/4)p-

Lemma D.15. Let ¢ be the solution to (D.26) and 1. be the solution to (D.24). Then w(r) :=
P(r) — s« (r) <0 in [Rs,+00) and satisfies the inequality

crw(r) <w(r) < cow_(r),

for some ¢; < 0, ca < 0, where wy(r) = (logr)~PU+eM) o (1) = (logr)~Brl+eM) g5 1 —
+00.

Proof. Note that w(Rs) = —tp and w(r) — 0 as r — 4o00. Fix r > Rs. Near 1,(r) we have

Fulr, ) = Ba(th) + (), )0 =) + (B 62)(6 — )2 4 O(r, 0 —16) (D27
where O(r, 1) — b)) = o(( — 14)?) as ¥ — 1. A direct computation gives

(F=(r, )y = W(r) (1S,()IF = [Sp(¥)P); (D.28)
2
(F(r ) = = 2 WIS, ()P 8,(). (D.29)
Since ¥ = 1), + w, and 1), solves the same equation, from (D.27) we obtain
2 r

Using (D.25), (D.22), (D.28) and (D.29) we conclude that
7 vo(iom) S ERw) <2 o ().

B log r log? r - log r log” r

o = (m)@(%)% + (D.30)

r
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bp* 1 1 p (p—N)p _ Bp* 1 1
< F* * - < ’
p—l logr+0<10g2r> —( )Tﬁ(w (71)) p—l —p_l 10gT+0 10g2?”

as r — +o00. We substitute the above estimates into (D.30). Then

- N 2 B 2 2 2 3
W < —Bp w_ (p )pw* p v o4 %4_& , (D.31)
rlogr  2(p—1) r 2(p—1)rlogr rlog“r 7
— N)pw? bp? w? wHw? WP
"> b d (p — 4 —— O| ——+ — D.32
Y= prlogr+ 2p—1) r 2(p—1)7'10g7‘+ rlog2r+ r)’ ( )
as r — +oo. From (D.32) we infer that
W b ?  w l+w  w?
w rlogr p—1rlogr rlog”r r
and, hence,
log :j((;)) < clog(log r)_bp(1+°(1)),
or, equivalently,
w(r) > —c(logr) P+,
as r — +o00. Therefore by (D.31) we infer that w satisfies
W' Bp c Byp? w l+w  w?
- 2 - - + 2 + — )
w rlogr  r(logr)tr(i+o(D)) = 2(p — 1) rlogr rlogr T
and, hence,
log :)((;)) > log(log 1)~ BP1+0() _ o(log ) ~tp(+o()+1
as r — +oo. Since b > %, one has
wlr) < —cllog r)~B#+o0),
as r — 400. The assertion follows. O

Given the solution 9 (r) to the problem (D.26), let p(r) be the solution to the problem

o = Gelrv) in (Rs,+00), p(Rs) = 1. (D.33)

p r

Clearly the right hand side of (D.33) is bounded and smooth for all (r,v) € (Rg,00) x R, so
p(r) exists for all r > Rg.

Lemma D.16. Let p be the solution to (D.33). Then p satisfies the estimate
c1p—(r) < p(r) < cap4(r)
for some c1 > 0, co > 0, where
P (7“) —— (10g r)b(pfl)(1+o(1))7 p+(7") — (log T)B(pfl)(lJro(l))

as r — +o0.
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Proof. Near 1,(r) we have G¢(r, 1) = Ge(r,1x) + Z(r, 10 — 1), where E(r, 1) —),) = O(t) — 1)

as r — +o0o. Using (D.25) we obtain
W(r)Sp(ve) < Ge(r, ¢u) < W(r)Sp(¢s).

By a simple computation we conclude that

b=1) | o) ) 4 <

Bp-1) , o)
2 —
logr log” r

logr log?r’

as r — +00. Therefore p satisfies

J— / —

rlogr rlog?r 7 rlogr rlog?r 7

as r — +o00. Thus we have
1 b(p—1) 1
log 08" + o) + ¢(log ) ~tPO+e(1)+1
log R log r

p(r)
p(R)

< log

R log R

as r — +o0o. So, the assertion follows from % <b< B.

e 1 B(r-1) 01
log <£> " g ( ogr) N 10(g2 + e(log 1)~ BP(e()+1,

O]

Remark D.17. The case p = Cy, € € (0,C4) and p < N is similar, the only difference being

v+ < 0 and hence lim, _, ;o ¥4 (1) = (37/4),.
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